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Abstract. This paper discusses an interpretation of relation algebra and fork al-

gebra with respect to FCA contexts. In this case, “relation algebra” refers to the

DeMorgan-Peirce-Schroeder-Tarski algebra and not to the “relational algebra”
as described by Codd. The goal of this interpretation is to provide an algebraic
formalisation of object-relational databases that is based on binary relations and
thus closer to FCA and formal contexts than the traditional formalisation based

on Codd. The formalisation provides insights into certain symmetries (among

quantifiers) and the use of ternary relations and part-whole relations for building

relational databases.

1 Introduction

Algebras of relations, such as Codd’s (1970) relational algebra (RLA) or Peirce-Tarski’'s
relation algebra (RA) have been studied by logicians since the mid 19th century. But
apart from the use of RLA in relational databases, relational methods have not been
in the mainstream for more than a hundred years, even though they have promising
applications. Only during the past 15 years, there has been an increased interest in “Re-
lational Methods in Computer Science” as evidenced by the creation of a new journal
in this ared.

Relational methods can be considered a “paradigm” that is different from some set-
based logical formulas because a relational representation abstracts from elements and
certain quantifiers. Programming languages that are based on relational methods tend
to be more of a non-functional, list processing character. Users sometimes find such
languages or formalisms difficult to read - as has been documented with respect to the
relational database language SQL (eg. Hansen & Hansen (1988)). This may explain why
relational methods are only slowly gaining more popularity. Nevertheless, relational
methods have interesting applications and because of the recent interest in relational
methods in computer science and because RA and FCA share common structures, we
believe that a detailed discussion of FCA and RA is of interest to the FCA community
and provides links to this newly emerging research area.

* This is a preprint of a paper published in Missaoui; Schmidt (eds.), Formal Concept Analysis:
4th International Conference, ICFCA 2006, Springer Verlag, LNCS, 2006, p. 248-263.
©Springer Verlag.

Y 1n this paper “RLA’ is used as an abbreviation for Coddidationalalgebra and “RA’ for a
Tarski-style relation algebra.
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A combination of RA and FCA can be used to analyse formal aspects that under-
pin relational and object-relational databases. Current RLA-based implementations of
databases are highly optimised with respect to functionality and efficiency. But RA can
provide new insights into the structural properties of relational databases, such as into
certain symmetries (among quantifiers) and the use of ternary relations and part-whole
relations for relational databases. Currently, there does not exist a widely accepted ex-
tension of RLA to object-relational databases (cf. Atkinson et al. (1989)). A broader
approach using a variety of algebras (including RA and RLA) may lead to such a for-
malisation of object-relational databases and formal ontologies. With respect to FCA,
this paper shows that RA is sufficiently expressive to represent basic FCA notions and
a fork extension of RA is sufficient to represent many-valued contexts and power con-
texts.

This paper presents a continuation and elaboration of some ideas which were pre-
sented in a preliminary form by Priss (2005). But in contrast to Priss (2005), this paper
adds a more detailed mathematical presentation, a use of fork algebras, a distinction
between a “named” and an “unnamed” perspective and a more detailed elaboration of
relational schemata.

2 Algebras of Relations: Codd versus Tarski

The most influential algebra that is currently used in computer science is probably RLA
because it serves as the foundation of relational databases. It is not a trivial task to math-
ematically formalise RLA in detail with respect to relational databases - as indicated by
the fact that at least four different types of suggestions for such formalisations of RLA
exist (Abiteboul et al., 1995). Because of this and because RLA uses n-ary relations, it
is also not trivial to combine relational databases directly with Formal Concept Analy-
sis (FCA). Wille’s (2002) notion of power context families incorporates n-ary relations
into FCA, but it does not cover all the detail of relational databases and RLA. Hereth
(2002) has made some progress with respect to RLA and FCA.

Although Codd (1970) is usually quoted as the inventor of RLA (and he certainly
advocated the practical use of it), a more detailed and comprehensive description of
algebras of relations was provided by Tarski in the 1940s (cf. Van den Bussche (2001)
for an overview). Tarski described two types of algebras: RA and Cylindric Set Algebra,
which according to Imielinski & Lipski (1984) is closely connected to RLA. The idea
of RA can be traced back from Tarski (1941) to Peirce and de Morgan anddgeh{cf.

Pratt (1992) for an overview). In contrast to RLA which has expressive power equivalent
to first order logic, the expressive power of RA is only equivalent to first order logic
with at most 3 distinct variables (cf. Van den Bussche (2001)). Thus RA is much less
powerful than RLA. But there is an extension of RA called “fork algebra”, which is
equivalent to first order logic. Because of a close relationship between RA and binary
relations, it is of interest to consider RA and fork algebra together with FCA.

3 Relation Algebra: Definition and Overview

The following definition follows Tarski and is adapted from Brink et al. (1992):



Definition 1 A relation algebrais an algebrd R, +,-,/,0,1,;,~, e) satisfying the
following axioms for eachr, s, ¢, € R:
R1 (R,+,-/,0,1)is a Boolean algebra R5r +s)t=mrit+s;t

R2 7 (s:1) = (15 8);t 6 (r+s)” =r"+s~
R3 re=r=c¢;r R7 (r;s)~ =s ;rv
R4 r——"=r R8 7 ;(r;s) <.

If Rin Definition 1 is a set of binary relations, then the following can be defined:
Definition 2 A proper relation algebraRA) is an algebrd R, U, ™ , one, 0,% , dia)
where for a sefl and an equivalence relatione C Ax A, R is a set of binary relations
equal to the powerset ofie anddia := {(x, z) € one} and forl, J € R:
TUJ = {(x,y) | (w.y) € Tor(z,y) € I} T:={(z,y) | (z,y) € one, (x,y) & I};
ToJ:={(z,y) ]| 3sea: (v,2) € Iand(z,y) € J}; I?:={(x,y) | (y,2) € I}.

Table 1. Overview of basic RA operations and some extensions

RA| Tarski'ss name basis definitions

U + union yes

- ! negation (complement) yes

N intersection INJ:=TUJ

o ; composition yes

d ~ inverse (dual) yes

o 1 de Morgan compl. ob TeJ:=ToJ
nul 0 nul := one
one 1 universal relation yes

dia e diagonal yes

C ICJ:eInJ=1I

= equality I=J:eICJandJCT

C containment IcJ:=I1CJandnotl = J
irs transitive closure (yes| I"™ :=TUJIolUIololU...
* refl. trans. closure I* :==dia U I'"*

Different authors use different symbols for RA operations. It is common to list the
Boolean operators before the non-Boolean ones in the signature of the algebra. It is
also common to use Tarski's notation.(, ;, 0, 1) for relation algebras and, n,~ and
other symbols for proper relation algebras. The left column of table 1 shows the nota-
tions used in this paper. For the purposes of this paper, a mapping from an equational
class (as in definition 1) to an algebra which has elements with set-theoretically defined
structure (as in definition 2) is called an “interpretation”. Apart from interpreting rela-
tion algebras with respect to binary relations, they can also be interpreted with respect
to FCA contexts, as shown in later sections of this paper. Pratt (1993) observes that only
the non-Boolean operatiofis,? ) make use of the inner structure of the elements of the
relations (such as inverting the pairs usif)gFor the Boolean operations/(N,~), re-
lations are just sets. It has been shown by Lyndon (1950) that there are interpretations
of relation algebras which are not isomorphic to proper relation algebras. In this pa-
per, only proper relation algebras are considered and their notational symbols are used.
“RA" stands for proper relation algebra in the remainder of this paper. Based on defi-



nition 2, a representable relation algebra (RRA) is usually defined as a subalgebra of a
proper relation algebra. The class RRA forms a variety (Tarski, 1955).

The top half of table 1 shows how other common operations and elements of RA
can be derived from the basis operations and elements. Numerous mathematical (or
logical) properties can be proven for RA (cf. Maddux (1996), Pratt (1992), Pratt (1993),
Van den Bussche (2001), Kim (1982)). There are numerous applications for RA, which
obviously include and extend applications of Boolean algebras. Apart from applications
in logic, RA has been used for the semantics of programming languages (Maddux,
1996). Pratt (1993) explains that RA is very similar to Chu spaces.

The bottom half of table 1 shows some extensions of RA: equality and transitive
closure. For this paper, equality and containment is assumed to be defined for RA.
Transitive closure is not a first order logic property and cannot be derived from the
other RA operations. It can be useful in some applications to have transitive closure
available. For example, if represents the incidence matrix of a graph, thiéfh shows
all transitive paths between the graph nodes. We believe that a major reason for the
recent popularity of XML for ontologies and other tree-like structures is because the
calculation of paths in a tree is natural for XML but difficult in SQL. In fact, only
the more recent SQL standard (SQL3) contains a suggestion for a recursion operator
that can be used for calculating paths in a tree. Unfortunately, the implementation of
this operator is inconsistent among different database vendors (Wagner, 2003). The
reasons for this may be that transitive closure is missing from RLA and that it can
be computationally expensive to calculate transitivity. Nevertheless, we believe, that if
transitive closure had been added to SQL at an earlier stage, the history of XML as a
format for representing ontologies might have been different. This brief excursus on
XML and databases should indicate the significance of the presence or absence of a
transitive closure operation. In this paper, we assume that transitive closure is available
as needed.

4 RA Interpretations as FCA Contexts

4.1 Active Domains

In analogy to relational database theory, an “active domai@) is introduced for the
purposes of this paper. In relational database theory, an active domain is the finite set of
actually occurring values and value combinations, which is a subset of the infinite “uni-
verse” () of possible values. For example, the complement of a relation in relational
databases is usually calculated with respect to the active domain to avoid the use of in-
finite sets. Relational databases contain finite sets of data at any point in time, but a fork
operation as introduced in section 5.2 requires an infinite set of elements at all times.
To cope with the infinity of the fork operation, the following two sets are defined in this
paper: a set of identifiers containing a finite set of even-numbered identHiafsgnd

an infinite set of odd-numbered identifie@DD). Even-numbered identifiers are used

for actual, persistent or “important” data and odd-numbered ones are used for poten-
tial, transient or “un-important” data. This distinction follows the practise of object-
relational databases which automatically generate “object identifiers” for instances of
tables. It also follows the distinction between “persistent” data (for data that may need



to be reused in other applications and should be stored) and “transient” data (which can
be forgotten, such as the values of a counter) by Atkinson et al. (1989). It should be
noted that even though the set of even identifiers is finite and fixed at any point in time,
it can change over time if new data is added to an application (eg. if database tables
are updated). In addition to the sets of identifiers, there is also a finiteafatamed
elements of a relational database (i.e., names of tables, columns, values, etc).
Definition 3 A universeof possible elements is a Sét= N U EVN U 0DD whereN
is a finite set of namegVN is a finite set of even-numbered identifiers and is an
infinite set of odd-numbered identifiers andEVN, and0DD are pairwise disjoint. An
active domairis a finite subset of defined as\CT := N U EVN. For practical purposes,
ACT is assumed to have a fixed linear order.

4.2 The unnamed perspective

There are potentially numerous ways for using RA with respect to FCA. Because formal
contexts are usually represented as cross tables, for the rest of this paper binary relations
are viewed as Boolean matrices (or binary matrices or cross-tables) in the sense of
Kim (1982). In analogy to a distinction made in relational database theory (Abiteboul,
1995), we distinguish between an “unnamed perspective” and a “named perspective”.
In the unnamed perspective, all data of an application, i.e., all formal contexts of an
application, are represented as (possibly large) matrices of the same dimiension

Definition 4 In the unnamed perspective, witll| := |ACT| x |ACT|, an active
domainA is the set of all binary.4|-dimensional matrices so that semantically for all
elements inCT, the nth element inCT corresponds to the nth row and column/int
is then said thaf is based ond denoted byl 4.

The subscript4 in 14 can be omitted if it clear from context. Obviously, it would
be impractical for most applications to actually construct such large matrices. The
unnamed perspective is mainly used to define some operations in a somewhat more
context-independent manner, which can be useful for certain context compositions in
the named perspective. Otherwise, the unnamed perspective is mostly of theoretical
value. Each object or attribute of any formal context relating to a single application is
uniguely identified by its position ipl. Row and column permutations change the val-
ues of rows and columns but not their semantic correspondence to elemgnthirs
may not be meaningful operations). Even though, the names of the elemeaatsane
not strictly required, it is usually more convenient to use them instead of using row and
column numbers.

The next definition assumes the usual operations for Boolean matrices (cf. Kim
(1982)), i.e., with(z,j); denoting the element in row columnj in matrix I and
V, A and - denoting Boolean OR, AND and NOT%, j)rus = (4,9)1 V (4,5)J;
(i,j)f = —|(i7j)1; (i,j)]oJ = 1iff 3 (i,k)] A\ (k,j).]; (i,j)]d = (],Z)] A
matrix is symmetric iff = I¢, reflexive ifdia C I, transitive if/2 C I. Because matrix

3 In the rest of this paper, typewriter fortt,®, etc) is used for subsets and elementsaif and
uppercase italicsI( J etc) for matrices and binary relations. If elementsiof are used in
names of matrices, then they are written in italics but underlined (but not if used as subscript).



operations and operations on binary relations are so similar, we use a set-theoretic no-
tation for both. The distinction between sets and matrices is made using typeface (see
footnote 3).

Definition 5 A matrix-RA based onl is an algebrdR, U,~ , one, o, , dia()) where
one € Ris a reflexive, symmetric and transitive matrik;is a set of Boolean matrices
based ond with I € R < I C one; andU,” ,0.% are the usual Boolean matrix
operations; and for any setC ACT anda(n) denoting the nth element iCT, dia(S)
is defined by(4, j)gia(s) = 1 iff @ = j anda(i) € S (but only if dia(S) C one).

Table 2 summarises the definition and introduces some further operations (with
G,M, S C ACT). The operatiom is still the de Morgan complement af. nul can be
derived fromdia or vianul = one. Because binary relations can be equivalently rep-
resented as sets of pairs or as binary matrices it follows that:

Lemma 1 Definitions 2 and 5 are equivalent: every RA is a matrix-RA and vice
versa.

Itis not necessary to use se$s£CT) in definition 5. Instead of definingia(s), one
could definedia and then deriveia(I_.), dia(I1) and state that every matrik C dia
corresponds to a set. Thus the algebra in definition 5 is not truly two sorted. But the
use ofdia(S) is convenient with respect to the named perspective. The other definitions
from table 2 can be explained as follows: the matriégeg1;) anddia(I_,) represent
column-wise and row-wise projections of a matfiento the diagonal. Fafia(I;) this
means that for each column ihthat contains at least one dja(I;) contains a 1 in
that position on the diagonal. A matrigr(G,M) contains a 1 for each cell whose row
name is inG and whose column name is i sqr(G, M) is an encoding of an empty
cross table of a formal context based.dnA formal context can now be represented as
(sqr(G,M), I) whereG,M C ACT and/ is a matrix based ol with I C sqr(G,M).

Table 2. The unnamed perspective: A matrix-RA based4n

notation | definition basis
U component-wise/ yes
- component-wise yes
o binary matrix multiplication yes
d matrix transposition (mirrored along diagonalyes
nul .= dia U dia

dia := dia(ACT)

dia(S) has 1's according t& yes
dia(Iy) | =dian (oneol) =101 Ndia

dia(I-) | :=dian (I oone)=1o0lI%Ndia

sqr(G,M)| := dia(G) o one o dia(M)

Definition 6 A context-RA based ad for a set of formal contexts is the smallest
matrix-RA based o that contains these contexts.

This means that for a contextqr(G,M), I) the context-RA contains all contexts
that have any subsets @fJ M as sets of objects and attributes. It should be noted that a
smaller RRA could be constructed that contains a set of conteXtsnitlefinition 5 was
not required to contain all matricdsC one. But since the prime operatd) {n FCA is



normally applicable to all subsets of objects or attributes, definition 5 (which allows the
formation of matrices corresponding to subsets) seems reasonable. Sultsatsluf
can be represented as diagonal matrices or as matrices which contain identical rows (eg.
sqr(ACT, 8)) or identical columns (egsgr(S, ACT)). These three ways are equivalent
because the matrices can be converdeéd(S) = sqr(ACT, S)Ndia = sqr (S, ACT)Ndia
andsgr(ACT, S) = one o dia(S).

Lemma 2 In the unnamed perspective the basic FCA operations can be represented
as summarised in table 3.

Table 3.Basic FCA operations in the unnamed perspective

standard FCA RA: unnamed perspective
glm sqr({g}, {m}) C I
g ={meM|glm} dia(g') = dia(g™) := dia N sqr(ACT, {g}) o I
H:={m€M|Veee:g€H= glm} dia(H') = dia N sqr(ACT,H) o T
H' := {m € M| Jgec : g € Handglm} dia(H') = dia N sqr(ACT,H) o [

The equivalence of the expressions in the left and right columns in table 3 follows
directly from the definitions. But a further explanation of the table is required: a context
(sqr(G,M), I) is assumed withi C G; N C M; g € G; m € M. The plus ¢) oper-
ator, which is somewhat dual to the prinig ¢perator originates from use in lexical
databases (cf. Priss(1998) and Priss & Old (2004)). The operations for sets of attributes
are analogous to the ones for sets of objects in table 3.

4.3 The named perspective

In contrast to the unnamed perspective where all matrices of an application are of di-
mension.4], in the named perspective matrices can have different dimensions and may
not even be square.

Definition 7 In the named perspective, thetive domaimACT s linearly ordered.

A formal context(G,M, I) based onACT consists of two set§,M C ACT, which are
linearly ordered using the WCT-induced ordering, and of a binary matiiof dimen-
sion |G| x |M| where the ith row corresponds to the ith element end the jth column
corresponds to the jth elementnThis can be denoted dgy.

Semantically, this implies a unique name assumption because if the same name is
used in different formal contexts or in a single context both as an object and as an
attribute, then these elements are semantically indistinguishable because they refer to
the same element inCT. The unique name assumption ensures that the operations
ando can be meaningfully generalised to contexts of different dimensions as follows:

Definition 8 For formal contextdC; := (G1, M, I) andKs := (Gz,Ma, J) the fol-
lowing context operationare defined:

K1 UKy := (G UGe,My UMy, T U J) with gl U Jm :<=> gim Or gJm
KinkKy = (Gl U Go, My UMQ,I I J) with gI MJm:<— gIm anngIIl
K10y := (G1,Ma, I o J) with gl o Jm :<=> ¢ (w,ne,) : g/n andnJm
KT = (Gl,Ml,T); ’Cd = (M17G1,Id).



Table 4 shows some further operations that can be defined for formal contexts in the
named perspective. Most of the operations are essentially the same as in the unnamed
perspective. Becauséa is square, one set as subscript is sufficiefitd := diag c).

In addition to operations which convert a set into a mat#ijag(S_,)), there are also
operations which convert a matrix into a se&t¢(I). Union potentially enlarges the
dimension of the original matrices. A reduction operatted; n(J) eliminates all rows
and columns from a matri¥ which do not correspond to elementsdrandl, re-
spectively. The following holds for context compositid6; ¢ Ko = (G1,M; U Go, I U
nulg, ¢,) © My U Ga, Mo, J U nuly, u,)

Table 4. Further context operations

K1 UKo ::’CluKQifG1:G27M1:M2

K1 0Ko =K1 0K if M1 = Go

i = K1 U K2 if G NGz = 0 andMy = My

K:1|’C2 =K UK2if Gi =Gy andM; NMy =)
diac(8-) see definition 9
dian(St), diag(I-.), diaw(I1)| analogous ta@liac(S—.)
sete(]), setu(]) see definition 9set¢ () = setg(diac(I-.))
TLUZG’M = IG,M U m
T@dG,M(J) = d’iac <& JG1,M1 <& diam
cole(8) = diag(S—) o oneg, {x}
rown(S) := onegyy u © dian(St)

Definition 9 A context algebraic structure (CAS) based AGTis a three sorted
algebra(Ry, Ry, R3,11,~ , 0,4, dia(),set(), (,,)) WhereR; is a set of subsets afT,
R3 is a set of Boolean matrice®; is a set of formal contexts based &€T and con-
structed using the partial function,) : R2 x Rs — R;; U,~,¢,% are according
to definition 8;setq(l) := {g € G| 3neu : gIm}; sety([) := {m € M| Jgcc : glm};
anddiag(S_.) is defined by(7, j)4iaes_) = 1iff @ = j and for the ith element iq:
g(i) € 8.

The algebra in definition 9 is not a RA because formal contexts have diffetént
elements and composition from the left and the right may require a diffdiangl-
ement. But presumably a homomorphism can be constructed that maps each context
(G,M, I) onto a pair(sqr(G,M), I), that maps all diagonal matrices onféw and all
null matrices ontawul, and that maps the other operations accordingly resulting in a
context-RA. (The details of this are left to future research.)

Table 5.Basic FCA operations in the named perspective

standard FCA CAS
glm gdolomd:(l)
g :={meM|gln} g’:g* =gol

H:={meM|Veec: g€ H=glm}| H :=Hdol
HY := {m €M | Jpec: g € Handglm}| H' := H%o 1




Lemma 3In the named perspective the basic FCA operations can be represented as
summarised in table 5.

The following conventions are used in table 5: for a confeéx#t, I); HC G; N C
M; g€ G meM H:=colg(H); g:=cole({g}). As declared in footnote 3, the matrix
names derived from elements&dT are underlined (such @3. In the first row,(1) is a
1 x 1 matrix with element 1. In the named perspective, sets are best represented as row
or column matrices. BecauseandM need not be disjoint, it can be ambiguous whether
g is arow or column. In that case, the notatigns= colc({g}) andg _ := rown({g})
can be used. In table %/’ is a row matrix butd and H” are column matricest”

_ —d
is calculated dually td?’ by composition withl from the left. H” = To Hiol =

ToT%0 H. The notations from the unnamed and named perspective are compatible
with each other and can be used together.

4.4 Eight quantifiers

The use of negation and composition in the calculatioH 6indH * raises the question

as to whether other combinations of negation and composition are of interest. Table
6 summarises all 8 possible combinations of negation and composition for a context
(G,M,I) and a seti C G. The third column in that table provides a rough linguistic
description, which should be taken with caution because words such as “only” are fairly
ambiguous in natural languages. In many applications, these 8 quantifiers result in 8
different sets, which together describe the relationshiy ahdG in some detail. In

the next section, an example of a lattice construction is provided that summarises all 8
quantifiers in one diagram. It should be noted that with respect to relational databases,
it can be quite challenging to formulate these 8 quantifiers in SQL because the “ALL"
quantifier (corresponding to the so-called relational division in RLA) is not a primitive
operation in SQL. In fact to represent this “ALL" quantifier in SQL, two sub-select
statements are required (cf. Priss (2005) for an example).

Table 6. Eight Quantifiers

NT IoN| atleastone, some

G\Nt IoN| none

N’ IToN| relates to all

G\ N ToN| does notrelate to all

M\ N)T IoN| relates to those that are not oply
G\ (M\N)")| IoN| relates to those that are only
M\ Ny IToN| relates to all outwith

G\ (M\N)) | ToN| doesnotrelate to all outwith

4.5 Compositional schemata

To represent more complex data than just a single relation using RA some kind of
canonic means for translating complex data into binary relations is needed.



Definition 10 A compositional schemeonsists of a set of 4 or 9 formal contexts,
which are arranged in a tabular manner, (cf. figure 1) so that some of the contexts can
be derived from adjacent contexts using composition.

The idea of compositional schemata is not new. There have been many papers on
FCA which use such schemata explicitly or implicitly (eg. Ganter & Wille (1999), Priss
(1998), Faid et al. (1997)). By identifying certain types of compositional schemata, their
properties can be described in a general manner.

Al B| C Al B C
A 'JA_\ 2 Bl 1| 2| 3 B L
cr 3l a Al 4| 5| 6 A J JoL
Dl 7| 8| 9 D| I| IoJ| IoJolL

Fig. 1. A compositional schema

The numbering of the four or nine cells as presented in the left hand side of figure 1
is used in the remainder of this paper. In the case of nine cells, the compositional schema
is built from the formal context&; := (4,B, J); K := (D,A,I) andK, := (B,C, L).
BecauseX'; and K ; share the sef, a contextK;,; := (D,B,I o J) can be formed.
Similarly, a contextK ;,7, can be formed. Instead of the existence quantifier used in the
construction of the matrices in cells 6, 8 and 9, any of the other seven quantifiers from
table 6 can be used. A further contéxt, j.; can be formed in cell 9 to complete the
schema. It should be noted that whitg;,;, and K;,; are formed by composing the
context to the left with the one abovE,;, ;. is formed by composing the context to
the left with the context two steps above (or the context two steps to the left with the one
above). An exception is if is a reflexive, transitive relation, in which cage J = J
and/ o Jo L =10.JoJo L. Depending on the application, cells 1, 2, 4 can be filled
with nul or dia or something else. In many cases, it may not be necessary to calculate
a lattice for the context consisting of all 9 cells, but instead only for cells 5, 6, 8, 9 or
just for individual cells. For identifying where objects and attributes are located in the
schema, row and column matrices representing theAsdtsaand so on can be used. For
example, an elemexgtis an object ink; if g C A..

Figure 2 provides two examples of compositional schemata. The first example can
be constructed for any concept lattice. This example shows a formal cofvext c, d},
{1,2,3,4},T) where[ is the matrix in cell 4 of the schema. After computing the set
of concepts of this lattice,{#, B, C,D,E} without the top and bottom concept), cell 1
is filled with the conceptual hierarch,,;; cell 2 is filled with the intension relation
between attributes and concepts (here called); cell 3 is filled with the extension re-
lation between objects and concepts (called;). Becausd,,,; is reflexive and transi-
tive: I = Iinstolsupolattr = IinstoLsupLsupOlater. IN this case aISﬁinst = Linstolsup
becausel., : glinsic1, c1lsupca <= glinstco and the same fof, ...

The bottom half of figure 2 shows a lattice that visualises all 8 quantifiers from table
6. The compositional schema is constructed by insekfiagnto cell 1,1 into cell 3,
thee relation into cell 2, and o N into cell 4. The lattice diagram shows that N and
I o N are the intensions of the join and meet of the elemenié.iho N andl o N are
the intensions of the join and meetbf \ N which is N. The other 4 quantifiers need
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Fig. 2. Two examples of compositional schemata

not correspond to single concepts in the lattice but are the set-complements of the first 4
quantifiers. This lattice has the original lattig® M, I') as a sublattice. If this lattice was
produced as an answer to a query about elementsiinnvould answer many questions
simultaneously: whether elements are at leasit imot inN, just inN, and so on.

5 Relational Schemata and Fork Algebra

5.1 Relational Schemata

This section covers schemata that represent the table structure of a relational database
but without the actual values that are stored in the database and without showing which
tables correspond to what is called “entities” and what is called “relations” in relational
databases. More complex schemata with values and relations are covered in the next
section. Relational schemata are relevant not just for relational databases but also for
object-relational databases. There are some differences between the implementations
(and thus the underlying formalisations) of object-relational databases among different
vendors. For this paper, object-relational databases are considered to have a subtype
relation among tables, i.e., one table can be defined to be a subtype of another table.
This subtype relation is declared to be reflexive, acyclic and transitive. A subtype ta-
ble inherits all columns (attributes) from its supertypes and the instances (rows) of a
subtype are also assigned to its supertypes after deleting non-applicable columns. With



this definition, a relational database is an object-relational database where the subtype
relation is the identity (each table is only subtype of itself).

Definition 11 A relational schema (of an object-relational database) based Gl
is a CAS using a compositional schema according to figure 3 witglre is a set of
table namesInst a set of instances antttr a set of column names withnst C
ACT; Tbls, Attr C N, and the sets are pairwise disjoint and linearly ordered according
to ACT. The subschema consisting of the cells 5, 6, 8, 9 is denotédehy

Thls| Thls Attr
TblS Iattr
TblS ]sub ]sub o Iattr
Inst Iinst Iinst o Isub I’stu = Iinst o Isub o Iattr

Fig. 3. The basic relational schema for an object-relational database

It is normally assumed thdt,;,,- has no empty columns and thig} ., has no empty
rows because having instances or attributes which are not in relationship to anything
else is strange. The relational schef& is basically the same as the first example of
figure 2 becausé,,,;, is reflexive and transitive and thus, for examplg,s: © Isup =
Linst 0 Lsup 0 Isp. INthe line diagram of the lattice @13 the name of a table is attached
to a node both as an object and as an attribute or in other words:

Theorem 1 For each tablee € Tbls there exists a formal conceptt) in the
concept lattice of©B which hast in its contingent extent and in its contingent intent.
If t1 # to thenc(ty) # c(ta).

Proof: as before, denote a table among the attributes apthe same table among
the objectst]. = {s.€ Tbls|s Loty } U{i € Inst|i(linst © Lsup)tr} and
ty = {s,€ Tbls|Yyer, : Sr(Lsubllsub © Later)y} U {1 € Inst |Vyer: : i(Linst ©
Isu,b‘[isba)y}- Because O%Isubtr <~ vyEté : S(Isub|lsub © I(Lttr)y and 1(Ivn€f ©
Loup)tr <= Vyerr : S(Linst © Lsub|lisva)y it fOllows thatt, = t. Same fort, = ..
This implies that(t”, t.) and (t!., t!) describe the same concept which ha# its
contingent. Because the subtype relatiQp, is assumed to be acyclic (i.e., a table
cannot be subtype of a second table which is itself a subtype of the first table), there is
a different formal concept i for each different table.

The concept(t) has all attributes of in its intension and all instances ofin its
extension. Thus the concept latticeloB summarises important information about the
tables of an object-relational database. Another featuf@®fs that different types of
inheritance can be defined and analysed (cf. Priss (2005)). The formal c6htiexta
tablet can be derived aS; = (setinst(tc’), setacer (tr'), reds, w, (Linst © diamps(t)
Iattr))-

5.2 Fork Algebraic definitions

Tarski showed that RA is equivalent to first order logic with three variables (cf. Van den
Bussche (2001)). Anindication for why three variables are sufficient is given by Van den
Bussche’s examplef(x,y) | 3. (3, (3.(R(x,2) A R(z,y)) AN R(y,z)) A R(z,y))}
Tarski further showed that what is missing from RA is a form of “pairing”, i.e., a means



for combining two elements into a pair which then itself behaves like a primitive ele-
ment. This pairing is required to build ternary relations. Different methods for adding a
“pairing axiom” to RA have been suggested (eg. Jain, Mendhekar & Van Gucht (1995)).
The approach which seems to be most widely used and which indeed has expressive
power equivalent to first order logic is called “fork algebra” (Frias et al., 2004). It was
developed in the area of programming language semantics for the purpose of deal-
ing with non-deterministic algorithms. To our knowledge, applications in the area of
databases as we are suggesting in this paper have not been discussed before.

The following two definitions are adapted from (Frias et al., 2004). For the purposes
of this paper the usual operatiow); is replaced by its relational dual denotedAy

Definition 12 A fork algebrais an algebrdR, +,-,,0,1,;,~ ,e, A) so that
(R,+,-,,0,1,;,~ ,e) is arelation algebra and for all s, t,u € R:
F1 rAs=((eAl)r)-((1Ae);s) F3 (eAD)?A(1Ae)?<e
F2 (rt AsHd (tAu) = (r;t) - (s;u)

Definition 13 A pre-proper fork algebrgFRA) is a two sorted algeb«(&, U, U, N,~,
nul,one,0,%  dia, A\, frk()) where(R,U,N,~ ,nul, one,o,?  dia) is a RA on a sev;
a binary functionfrk : U x U — U is injective on the restriction of its domain tae;
the operatiom\ is defined ad A J := {(frk(x,y),2z) | (x,2) € I;(y,z) € J} andR
is closed unden.

Proper fork algebras are defined somewhat more abstractly than pre-proper ones, but
they are not required for this paper. Unlesg: = dia, the frk operation in definition
13 requires an infinite set of elements because of the injectivity. It should be noted that
frkis not associative, thus usuallyk(frk(x,y), z)# frk(x, frk(y, z)). With respect
to active domains, thérk operation in this paper has the purpose of assigning unique
identifiers.

Definition 14 A context-FRA based ad is a context-RA based ad with a FRA
on ACT which fulfills the following: withfrk : U; x Uy — Us: if Uy = Uy, = ACT =
U; = ODD U EVN and ifU; = ODDorU, = ODD = Uz = ODD. Forx,y € EVN:
frk(x,y) # x andfrk(x,y) # y. The following restrictions taACT are defined:
IAlgw J = {(frk(x,y),2) | (x,2) € I;(y,z) € J;frk(x,y) € EVN} andift :=
dia 4 A|gyy one 4 andrgt := oneq Algyy diayg andprt := rgt U1ft U (rgt o 1ft) U
(Iftorgt) U (rgtorgt) U (Iftolft)... andend = dia(prty) N dia(prt_,).

It can be shown that F1 and F3 (but not F2) from definition 12 still hold/ftsy.
I ft andrgt are projections becaus¢t = {(frk(x,y),x)| frk(x,y) € EVN}. Accord-
ing to F1, all of the information abouh |gyy is contained irl f¢ andrgt. The matrices
I ft andrgt are fixed at any point in time accordingE@N. Calculations withA gy are
thus reduced to look-ups irft andrgt together with ordinary RA operations. It should
be noted that to calculate the pans{ requires some sort of transitive closure (thus is
not strictly an RA operation). Frias et al. (2004) do not discuss the need for transitive
closure, but it is not known to us whether they do not require it or whether they have
overlooked the problem.

5.3 Relational Schemata using Fork Algebra

Using the fork algebraic extensions from the previous section, it is now possible to
define a complete relational schema for an object-relational database that contains both



simple and composite tables with all their values. Simple tables are traditionally called
“entity tables”. They collect instances, such as “employee” or “project”. Instances (or
rows) in such tables are usually identified by a single key, which is a column of the
table and contains unique values, such as “employee number” or “project number”.
Composite tables are traditionally called “relations”, which are built using the keys from
simple tables as “foreign keys”. For example, a relation “work” can be built from tables
“employee” and “project” using the keys “employee number” and “project number”.
Such a table represents a database relation between employees and projects.

Definition 15 A complete relational schema based AGTis a relational schema
based omCT with a context-FRA based ad and with setsKeys C Attr; Nkey :=
Attr \ Keys; Simp C Inst with Simp := {s € Inst|~3; : sprty} U {s € ACT |3, :
xends} andComp := Inst \ Simp; SO that simple instances have at most one key:
for s € Simp,ky,ko € Keys! slispaki, slisbaka = k3 = ko and the keys of com-
posite instances correspond exactly to their fork algebraic end parts: €orComp:

3 : cends <= Jicgeys : Cendoligspg k; for ¢ € Comp, k € Keys: cendolisp, k <
clispak @nd|set((c ¢ end)q))| = |setkeys((c © Lista)1)|-

Definition 15 does not allow for the same attribute to be used more than once as a
foreign key. This is only a problem if these attributes are in a many-to-many relation
because otherwise the relation does not require a separate table. But even then it is pos-
sible to generate a generic key attribute using identifiers and treating the other attributes
as non-key attributes.

Remark 1 Definition 15 translates the database notion that instances are uniquely
identified by keys into a fork algebraic part-whole relationship! This is significant be-
cause in RLA, keys form just another set and instance pairs are not structurally different
from value pairs. But in the fork algebraic formalisation, the special nature of keys is
structurally represented.

The conditions in definition 15 can also be expressed relationally: simple instances
do not have partslia(Simp)oprt = nul. End parts are simpléia(Simp) D dia(endy)
orend = prt o dia(Simp). Simple instances have exactly one keyisinp keys (Lisba) IS
a permutation matrix Keys of composite instances correspond to the fork algebraic end
parts of the instances: for eache Comp: diaset ((c© end)t)olispaOdiageys((colisba)t)
is a permutation matrix.

So far, instances can be constructed and attributes can be assigned to instances —
but only in a binary manner showing which instance has which attribute but not which
value belongs to an instance with respect to an attribute. In the following definition,
Vals stands for instance-value pairs. Attribute values are often drawn from potentially
infinite domains (such as the set of real numbers). This is why attribute values do not
usually correspond to keys. According to Definition 15 simple instances do not need
to have a key. Simple instances without keys are attribute values. But not all attribute
values need to be listed as instances in a complete relational schema.

Definition 16 A value assignment contefdr a complete relational schema based
on ACT is a formal contex{Vals, Nkey, I,,.;s) Wherevals C ACT with dia(Vals) C
dia(lft_.) so that((dia(Vals) o I ft);) C dia(Inst) andl,q: is a binary matrix so

4 A binary relation] represents an exact correspondence, if it contains exactly one 1 in each row
and column (i.e.] o IY = dia). Such a matrix is called a permutation matrix.



that for each attributa: the matrixdia((Iyqs © a)—) ¢ lft = dia(set(d’)) ¢ lft has
at most 1 cross per column.

The conditions in definition 16 ensure that elementgals are pairs where the left
elementis an instance. The instance-value relation for each attribute can be retrieved via
Ift? o dia(set(a’)) o rgt. The last condition in definition 16 ensures that each instance
has exactly one value for each attribute. In relational database terms this means that
the tables are in first normalform. Definition 16 does not only require this for each
single table, but instead across the whole database. If an instance has a value for an
attribute, then it has the same value in all tables in which this instance and this attribute
occur. This means that a multiple inheritance anomaly (Priss, 2005) is avoided. From an
implementation viewpoint, this can always be achieved by renaming attributes if these
attributes have table-specific values.

The construction in definition 16 is in principle similar to the treatment of “many-
valued contexts” in traditional FCA (Ganter & Wille, 1999) and to Wille’s (2002) power
context families. The difference is, however, that in definition 16 a single formal con-
text is used for all attributes of all database tables of an application. The information
about which instances and values belong to which database tables is coded into the fork
algebraic part-whole structure of the elementgdis. The fork algebraic construction
also uses a more restrictive set of operations. Instead of the use of a Cartesian Product,
pairs of instances or of instances and values are addigt emdrgt on an as-needed
basis. Another restriction (but not limitation) is that n-ary relations are built stepwise
from binary relations.

6 Conclusion

This paper describes a formalisation of object-relational databases using RA and fork
algebra. An advantage for this approach is that in contrast to traditional RLA, the math-
ematisation is mainly based on binary relations and thus closer to FCA, which provides
easy access to visualisations in form of FCA line diagrams. Compared to RLA, the ba-
sis of the algebraic operations that are required is quite similar. Both RA and RLA use
union and complement. The RLA operations of projection and selection are achieved in
RA by using composition, dual and a selection via composition ditl{). The RLA
operation of cross (or Cartesian) product corresponds to fork algebraic constructions
together with RA operations that allow to convert between sets and matrices. The sim-
ilarities and differences between the two approaches provide insights into the structure
of relational databases. It is hoped that in the future an implementation can be developed
that explores practical applications of the RA/fork algebraic structures.
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